
Diversifications in Local Search for SAT

Chu Min Li1, Yu Li1, and Wanxia Wei

1 MIS, Universit́e de Picardie Jules Verne, 33 Rue St. Leu, 80039 Amiens Cedex 01, France
{chu-min.li, yu.li}@u-picardie.fr

2 weiwanxia@gmail.com

Given a CNF formulaF and an assignmentA, the objective function that local
search for SAT attempts to minimize is usually the total number of unsatisfied clauses
in F underA. The score of a variablex with respect toA is the decrease of the objective
function when it is flipped. Intensification and diversification are two strategies gener-
ally used in local search to find a satisfying assignment. Theintensification strategy
means to improve the objective function value as much as possible during a period of
search, and the diversification strategy means to escape local minimums to exploit new
regions of the search space. When intensification is relatively simple to exploit using
the promising decreasing variables defined in [4], diversification is very hard to exploit.

A well known approach to diversify search is to introduce a noisep to disturb the
choice of the next flipping variable [5] in a falsified clausec:

Novelty(p, c): Sort the variables in clausec by their scores, breaking ties in favor of
the least recently flipped variable. Consider the best and second best variables from
the sorted variables. If the best variable is not the most recently flipped one inc,
then pick it. Otherwise, with probabilityp, pick the second best variable, and with
probability 1-p, pick the best variable.

The value ofp is essential for the performance of Novelty. Unfortunatelythe bestp
is hard to obtain and is instance-specific. The adaptive noise mechanism was introduced
in [3] to automatically adjust the value ofp during search. We refer to this mechanism
as Hoos noise mechanism. This mechanism adjusts noise basedon search progress and
applies the adjusted noise to variables in the chosen falsified clause in a search step.

We have proposed another adaptive noise mechanism in TNM [6]. This mechanism
uses the history of the most recent consecutive falsifications of a clause. During the
search, for the variables in each clause, we record both the variable that most recently
falsifies this clause and the number of the most recent consecutive falsifications of this
clause due to the flipping of this variable. For a clausec, we use varfals[c] to denote
the variable that most recently falsifiesc and use numfals[c] to denote the number of
the most recent consecutive falsifications ofc due to the flipping of this variable. Note
that if c is a falsified clause, varfals[c] is necessarily the most recently flipped variable
in c. If it is the best variable inc, then noise is set to an appropriate value depending on
num fals[c] to choose the second best variable to flip. Namely, the higher num fals[c] is,
the higher the noise value is. This mechanism is different from Hoos noise mechanism
in that it is independent of the objective function and is clause-specific.
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TNM combines our clause-specific adaptive noise mechanism and Hoos noise
mechanism according to the evenness of the search. A search step is said uneven in
TNM if some variables are flipped much more often than others so far. The clause-
specific noise is used for uneven steps and noise adapted by Hoos mechanism is used
for even steps. Note that in an uneven step, The clause-specific noise is used no matter
if the two best variables in the falsified clauses are often flipped or not.

We propose a new solveradaptG2wsat2011 which also combines the
clause-specific noise and Hoos noise mechanism. However, the clause-specific
noise is restricted for clauses falsified much more often than other clauses.
Namely, let total falsifications denote the total number of clause falsifi-
cations (each time a clause is falsified,total falsifications is incremented
by 1) and nb falsification[c] the number of falsifications of the clause
c (each time c is falsified, nb falsification(c) is incremented by 1). If
nb falsification[c]>uneven threshold* total falsifications/nbClauses, where
uneven threshold is a parameter andnbClauses is the number of clauses in the CNF
formula, then the clause-specific noise is used to choose a variable to flip in c, other-
wise, noise adjusted using Hoos mechanism is used. In addition theuneven threshold

is adjusted so that there are more even steps than uneven steps.
Note that the above noise is limited to the best two variablesin c and other variables

in c do not have any chance to be picked. Novelty+ [2] uses a randomwalk with a
small probability to randomly select a variable to flip inc, and Novelty++ [4] flips the
least recently flipped variable with a small probability. Weuse Novelty+ and Novelty++
respectively in even steps and uneven steps to give a chance to other variables inc to be
flipped. In addition, in uneven case, when all variable scores in c are negative, we use
the sparrow approach [1] to select the next variable to flip inc.
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