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Abstract

For SAT Competition 2011 we are
presenting a solver EBGLUCOSE based
of the winner in the industrial UNSAT
category of the 2009 competition GLU-
COSE . EBGLUCOSE is part of an ex-
periment examining the usefulness of a
new clause class proposed by the au-
thors of RSAT in [PDO08]. This report
summarizes the techniques employed
and implementation decisions made in
EBGLUCOSE . The “EB” prefix in the
name EBGLUCOSE comes from the 1-
Empowering Bi-asserting (EB) clause
learning technique which has been em-
bedded in this solver.

1 Introduction

In the 2009 SAT Competition the solver GLU-
COSE introduced a static measure of clause use-
fulness with an agressive clause removal. In
the competition as well as [AS09], the authors
demonstrated GLUCOSE ’s ability to solve UN-
SAT instances from industrial applications. Also
recently, the authors of RSAT introduced and
studied a new class of learnt clause known as
the l-empowering bi-asserting clause. When
implemented, the new clause class reportedly
gave RSAT an enhanced ability to solve UNSAT
instances of an industrial nature [PD08]. The
solver presented here, EBGLUCOSE , was devel-
oped to give more experimental knowledge about
the usefulness of this new clause class. EBGLU-
COSE s source is based on GLUCOSE version
1.0. The new clause learning technique was then
embedded and tuned for performance.

2 A new class of learnt clause

A class of learnt clauses was presented in [PDO0S]
and implemented in the solver RSAT for SAT
competition 2009. This technique involves at-
tempting to learn clauses lying in the intersec-
tion of the following two clause classes if they

have low enough backtrack levels (in relation to
the FUIP).

Definition 2.1 (1-Empowerment). A clause
¢ = (a = L) for some literal £ and conjunction
of literals o is 1-empowering with respect to a
clause set A if

1. A c: A logically implies clause c.

2. AN« is 1-consistent: Asserting o does not re-
sult in a conflict detectable by unit resolution.

8. ANaltf l: Literal ¢ cannot be derived from
A A « via unit-propagation.

The literal £ is known as an empowering literal

of c.

Definition 2.2 (Bi-asserting Clause). A con-
flict clause ¢ in at a given state solver state is
bi-asserting if contains exactly two literals on the
highest decision level.

Clauses in this class intersection are non-
asserting but are generally shorter than the
FUIP. Checking for 1-Empowerment in conflict
clauses with respect to the entire clause database
is too costly to do. However, [PDO08] gives an ef-
ficient algorithm for detecting 1-Empowerment
with respect to the clauses used in the derivation
of the conflict clause (which tends to be accurate
enough) incurring minimal overhead.

As with the authors of [PDO08], 1-empowering
bi-asserting clauses are learned if their decision
level is at least two levels below that of the FUIP
corresponding to the same conflict.

This feature is main addition made to the
orginal GLUCOSE solver. The technique was
embedded to study the usefulness this class of
clauses under GLUCOSE ’s static clause quality
measure and agressive database management.

3 Using bi-asserting clauses

Because learnt bi-asserting clauses are non-
asserting, it isn’t imediately clear how a solver



should procede after learning them. There are a
number of combinations of ways you can affect
the next decision, including a forceful assump-
tion. Preliminary experiments run by the author
have shown no significant benefit to any partic-
ular action. Thus, EBGlucose simply defers the
next decision to the main decision engine inher-
ited from GLUCOSE .

4 Predicting clause quality

EBGLUCOSE judges clauses based on a static
measure described first in [AS09]. The measure,
known as the Literal Blocks Distance (LBD) of
a learnt clause, is calculated when the clause is
learnt, prior to backtracking. It is defined as fol-
lows.

Definition 4.1 (Literal Blocks Distance
(LBD)). Given a clause C' and a partition of
its literal into n subsets s.t. literals are parti-
tioned w.r.t. their decision level in the current
assignment, the LBD of C is exactly n.

A practical justification of this measure for
learnt FUIP clauses is described in [AS09]. It
should be somewhat obvious that a bi-asserting
clause found before the FUIP will have a lower
LBD measure than the FUIP. This could indicate
that GLUCOSE ’s clause deletion mechanism will
be kind to learnt bi-asserting clauses and tend to
keep them in the database. The because of this
the GLUCOSE solver seems like an ideal scenario
in which to study the usefulness of of bi-asserting
clauses.

5 Aggressive clause deletion

Asin GLUCOSE [AS09], the clause deletion mech-
anism in EBGLUCOSE deletes at most half of the
clauses in the database on a static schedule. The
number of conflicts between two database reduc-
tions (and before the first) follows the sequence
{ti}72, where t;, = 20000 + 500(k — 1). [AS09]
displayed that this technique drastically reduced
long term database size and has the effect of
increasing the unit-propagation rate when em-
bedded in minisat.

In sAT Race 2010, GLUCOSE 1.1 was entered
and was described to have a new clause dele-
tion heuristic which would delete clauses with
higher LBD first and break ties with MINISAT ’s

clause activity measure [SGH*10]. This feature
of GLUCOSE 1.1 was re-implemented in EBGLU-
COSE .

6 Other embedded techniques

The GLUCOSE solver (and EBGLUCOSE by ex-
tension) makes use of many state-of-the-art tech-
niques besides a non-standard clause quality
measure and aggressive clause deletion scheme.
It uses a dynamic restart strategy, and han-
dles variable polarity by using a phase-caching
schema [PDO07]. Also, using the VSIDS heuris-
tic for variables presented in [MMZ101], GLU-
COSE manipulates future decision to promote
production of clauses with small LBD. For more
information see [AS09].
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